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Abstract—In this paper, a new randomized iterative detection
algorithm (NRIDA) is proposed for uplink large-scale MIMO
systems, where the random iterations in it are designed to work
for the detection model (denoted by y = Hx + n) directly.
Different from those traditional iterations designed for the linear
system (denoted by Ax = b with A = H¥H and b = Hy),
we show that besides the complexity reduction about the matrix
inversion, in the proposed NRIDA the computational complexity
of matrix multiplication for the linear detection is also greatly
reduced without any performance loss, thus leading to a much
lower detection complexity. Meanwhile, according to convergence
analysis, we demonstrate that the proposed NRIDA enjoys a
globally exponential convergence performance, enabling it well
suited to the various detection cases of interest. Besides, further
complexity reduction and the choices of the sampling distribution
in NRIDA are studied as well in full details. Moreover, in order
to achieve a better detection trade-off between performance
and complexity, we introduce the concept of the conditional
sampling into NRIDA, which brings significant gains in both
iteration convergence and efficiency. Finally, simulations with
respect to the uplink large-scale MIMO detection are presented
to illustrate the remarkable gains of the proposed NRIDA in both
performance and complexity.

Index Terms— Massive MIMO, large-scale MIMO detection,
low complexity, random sampling, iterative methods.

I. INTRODUCTION

S A promising extension of multiple-input multiple-
output (MIMO) in beyond 5G and 6G, the large-scale
MIMO system is able to significantly improve the network
capacity without extra bandwidth [1], [2], [3]. However,
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because of the curse of dimensionality, there is also a big chal-
lenge upon the uplink signal detection with the fast increase
of the system dimension [4], [5]. In this condition, it has
been proved in [6] that the optimal maximum likelihood (ML)
detection can be achieved by the linear detection schemes like
zero forcing (ZF) and minimum mean-square error (MMSE)
if the number of received antennas at base station (BS) side
(denoted by N) is sufficiently larger than the number of
transmitted antennas at user side (denoted by K), i.e., N > K.
Nevertheless, because of the complicated matrix inversion, the
implementation of these linear detection are still challenging
in practice. To this end, a number of low-complexity iterative
detection schemes are proposed to bypass the matrix inversion
in an iterative way [7], [8], [9], [10], [11], [12].

In general, the low-complexity linear detection schemes
based on the traditional iterative methods have a common
problem solving paradigm [13], [14]. Specifically, they firstly
convert the uplink detection problem (i.e., y = Hx + n) into
decoding a linear system (i.e., Ax = b), and then employ
the traditional iterative methods designed for linear systems
to iteratively approximate the detection solution [15]. More
precisely, low-complexity linear detection schemes based on
Jacobi, Richardson, Gauss-Seidel (GS) and successive overre-
laxation (SOR) iterations have different matrix splitting ways
about matrix A, which correspond to the different convergence
performance and complexity cost [16]. Nevertheless, some
specific requirements like N > K should be satisfied,
otherwise the convergence of these iterations can not be
ensured, making them severely limited in various cases of
interest [17]. For example, the convergence of Jacobi iteration
is guaranteed if ZF or MMSE filtering matrix A is heavily
diagonally dominant [9], [18]. The relaxation factor 0 < w <
2/0(A) in Richardson iteration needs to be well chosen for
the convergence [10], [19], where o(-) indicates the spectral
radius of a matrix.

Nowadays, the network of wireless communications has
become much more complicated than before [20], [21], which
places a higher requirement about the flexible uplink detection
schemes. To well suit different cases of large-scale MIMO
systems, the randomized iterative detection algorithm (RIDA)
is given in [22], which adopts the random sampling into the
iteration methods. It has been demonstrated that RIDA not
only achieves a low computational complexity but also enjoys
a global convergence performance. To further enhance the
convergence performance, the modified randomized iterative
detection algorithm (MRIDA) is also given in [22] by fully
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taking advantages of the conditional sampling. Overall, the
method of random iteration greatly extends the applications
of iterative detection in large-scale MIMO systems. In fact,
besides the low-complexity detection, the concept of random
sampling has also been introduced into large-scale MIMO
systems to achieve a better detection performance [23], [24],
[25], [26], [27], [28].

However, before the iteration is carried out, both the tradi-
tional iterative detection (e.g., Jacobi, Richardson, GS, SOR)
and the randomized iterative detection (e.g., RIDA, MRIDA)
schemes require to get the filtering matrix A = HFH so
that the following iterations based on matrix splitting can be
performed. Essentially, this is because those iterative methods
are originated from solving the problem of linear systems
(i.e., Ax = b), so that a necessary transformation about
the uplink signal detection (i.e., y = Hx + n) has to be
made for such an adoption. Compared to avoiding the matrix
inversion about A via the designed iterations, calculating the
matrix A is also computationally expensive, but is widely
ignored in the related works as a preprocessing [15], [22].
Therefore, considerable complexity cost has been consumed
before the iterations, which imposes an inevitable obstacle on
the implementation of these iterative detection schemes.

In this paper, a new randomized iterative detection algorithm
(NRIDA) is proposed, which incorporates the random iteration
directly into the detection model y = Hx + n. By doing this,
we show that the computations of obtaining A and b in the
iterative detection schemes can be avoided without any perfor-
mance loss. Therefore, a lot of computational complexity are
saved, which is greatly beneficial to the implementation of the
low-complexity iterative detection. At the same time, we also
demonstrate that the proposed NRIDA scheme converges
exponentially and globally by means of mean squared error,
which is competitive among the iterative detection schemes.
Besides the convergence analysis, the choices of the sampling
distribution in the proposed NRIDA are investigated while fur-
ther convergence enhancement by taking full advantages of the
multi-conditional sampling is also presented as well. To sum-
marize, compared with the traditional iterative detection algo-
rithms, the proposed NRIDA not only achieves a better signal
detection trade-off between performance and complexity but
also entails a global and tractable convergence, thus making
it a better choice for uplink large-scale MIMO systems.

The organization of this paper is as follows. Section II
describes the background of the conventional linear detection
in large-scale MIMO systems and briefly introduces the state
of the art of the low-complexity iterative detection schemes.
Then, the proposed NRIDA is given in Section III, and the
feasible complexity reduction of it is also investigated in
detail. In Section IV, the convergence analysis is presented
to show the globally exponential convergence of the proposed
NRIDA, followed by the study of the choices of the sampling
distribution. In Section V, by making use of the conditional
sampling, NRIDA with multi-step conditional sampling is
proposed to achieve better iteration convergence and efficiency.
In Section VI, simulations about the proposed NRIDA for
uplink signal detection in large-scale MIMO systems are
shown, and Section VII concludes the paper finally.
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Notation: Matrices and column vectors are represented
by upper and lowercase boldface letters, and the conjugate
transpose, inverse, pseudoinverse of a matrix B by B , B!,
and BT, respectively. We apply b; for the ith column of the
matrix B, b; ; for the entry in the ith row and jth column
of the matrix B. Let (X, Y)pw-1) £ Tr((X# W 1YW 1)
indicate the weighting Frobenius inner product, where X, Y €
C™*™ and W € C™*™ is a symmetric positive definite matrix.
Furthermore, let ||XH%(W_1) L2 Tr(XEW-IXW™1) =
[W~=2XW~22 and || - || is the standard Frobenius norm
with identity matrix I, where Tr(-) stands for the trace of the
matrix. [z | indicates rounding to the closest integer about x.
If z is a complex value, [z| separately rounds the real and
imaginary parts independently.

II. PRELIMINARY

In this section, the classic linear detection in large-scale
MIMO systems is introduced, followed by the state of the art
about low-complexity iterative detection schemes.

A. Linear Uplink Signal Detection

Consider decoding a large-scale MIMO system, where [N
antennas are equipped at base station (BS) and multiple
user equipments (UEs) with K antennas in all are served
simultaneously, N > K. Let x represent the K x 1 transmit
signal from UEs, where the i-th element of x (i.e., x;) is a
symbol drawn from QAM constellation X. Then, given the
flat fading channel matrix H € CN*XK the N x 1 receive
signal y at BS can be written by

y = Hx +n, 1)

where n is an N x 1 AWGN noise vector whose elements
obey CN(0,02). Intuitively, to restore the transmit signal x
in (1), the optimal maximum likelihood (ML) detection aims
to solve the following integer least square (ILS) problem
RXm = arg min |[Hx — y||?, (2)
xeXK

which turns out to be NP-hard with the increase of system
dimension.

To solve the problem in (2), the traditional linear detection
schemes like ZF and MMSE can be applied with approximated
solutions

X = (HTH) 'Hy 3)
and

Xmmee = (HPH + 0%1) " Hy &)
respectively. Then, the final decisions X, and Xymse are
determined by quantizing X, and Xmmse according to the

modulation constellation X% i.e.,
izf = |—Xsz Qc XK and immse = ’VXmmseJ Qc XK- (5)
Theoretically, both x,¢ in (3) and Xymse in (4) are designed

to solve the following least square (LS) problem

X = arg min |Hx — y||, (6)
xeCK
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which is different from the ILS problem in (2). More specif-
ically, it has been demonstrated in [6] that the optimal ML
detection performance about ILS problem in (2) can be
obtained by ZF or MMSE detection if N > K, making the
linear detection widely applied in large-scale MIMO systems.
Unfortunately, the implementation of ZF or MMSE decoding
is still challenging in practice due to the complicated matrix
operations in it. Typically, the computational complexities
of ZE and MMSE detection mainly consist of two parts,
namely, the matrix multiplication H” H with computational
complexity O(NK?) and the matrix inversion of it with
computational complexity O(K?3).

B. Low-Complexity Iterative Detection

To approximate the matrix inversion in linear detection with
low complexity cost, some iterative detection schemes are
given based on the classic iterative methods.

In particular, the ZF decoding in (3) (or MMSE decoding
in (4)) can be interpreted by decoding an equivalent linear
system

Ax = b. 7

Here, b = Hy ¢ CK, A = HFH ¢ CK*K s the
symmetric positive ZF filtering matrix (so is the MMSE
filtering matrix A = H¥ H4-¢21). To solve this linear system,
the matrix splitting about A = M + N is employed with
M € CEXE and N € CKEXK g0 that iterative methods
compute the solution by repeatedly applying the following
iterations [29]

Xt =Gx" +g, 8)

where g = M™'b € CX and G = ~-M™'N =1 —
M~1'A € CK*X is known as the iteration matrix. Moreover,
the convergence of iterative methods is guaranteed if [17]
lim G* =0, 9
k—o0
so that x'*1 will gradually approach x,; along the iterations.
Intuitively, the choices of M and N for the matrix splitting
A =M+ N are key to iterative methods. In Jacobi iteration,
the matrix splitting is set with M = D and N = L + U,
which leads to the following iterations [30]

Dxf! = (U4 L)x" +b. (10)

Here, D € CK*K T, ¢ CE*K and U € CE*K denote
the diagonal elements, the lower triangular elements and the
upper triangular elements of matrix A respectively as A =
D+L+U and L = UH. As for Richardson iteration, matrices
M = %I and N = A — %I are applied, where w > 0 serves as
the relaxation factor [7]. For a faster convergence performance,
GS iteration with M = D + U and N = L is introduced

as [11]
(11)

Based on GS iteration, SOR iteration is proposed for a better
convergence performance, which introduces the relaxation
factor 1 < w < 2 into the iterations as [16]

(D + wU)x* = [(1 — w)D — wL|x* 4 wb.

(D + U)x"! = —Lx* + b.

(12)

5095

Consequently, given the iteration results x”, L > 1, the final
detection solution of iterative methods for the ILS problem in
(2) is outputted by the direct quantization as

X =[xl'|g e XK. (13)

Although low-complexity linear detection can be achieved by
iterative detection schemes, necessary conditions (e.g., N >
K) need to be fulfilled to guarantee the convergence, which
severely limits their applications in practice.

C. Low-Complexity Randomized Iterative Detection

In [22], the randomized iterative detection algorithm (RIDA)
is given for uplink signal detection in large-scale MIMO
systems. By adopting random sampling into the iterations,
it not only has a low computational complexity, but also entails
a globally exponential convergence.

Specifically, in [22], a general formation of randomized
iteration for large-scale MIMO detection is derived as

xFHl=xb L UTIAR S, (SEAUTAHS,) 1S (b— AxP).
(14)

Here, U € CEXK gerves as an auxiliary matrix, which
is symmetric positive definite. The matrix Sy is randomly
sampled from a designed discrete distribution D, namely,
Si. ~ D. From it, the random iteration in RIDA follows

xFl = xF 4 AHS, (SHAATS,)"ISH(b — Ax") (15)
0

with the initial choice x = D 'b, where S, €
{I.0,,---,I. 0.} at each iteration is randomly sampled from
a distribution D. Here, I. o, with 1 < 7 < 7 denotes a
column partition of the identity matrix Iy x and Q; £
{index 1,...,index ¢;} C {1,..., K} standards for an index

set with |Q;| = ¢;, namely,

I:,Qi = [I:,indexh s vI:,indexqi]v (16)
which establishes a block operation as follows, e.g.,
{1,2,5}U...U{4,8,12} ={1,..., K} a7
——— ——

Q1 Qr

with Q;NQ; =0, 1 <1 # j < r. Note that the indices in each
set Q; are determined initially while the following sampling
with respect to Sy, is carried out block by block (i.e., I. o,)
rather than column by column (i.e., I. jr¢ex). For simplicity,
the same block size |Q;| = ... = |Q,| = K/r = ¢ (e,
q1 =...=qr = q) is applied [22].

Theorem 1: As for the uplink large-scale MIMO detection,
let S € {I. o,,...,1. 0.} be sampled randomly according to
the distribution D, RIDA converges by

Blllx" —x"|I’] < p*|Ix" — x*|? (18)
with globally exponential convergence rate
p=1-Imin(E[A 0,(Ag, ;A 0,) "Ag,]) <1. (19

Here, Apin(-) represents the minimum eigenvalue of a
matrix, x* = A~ !b indicates the detection solution of (6)
and (7), E|-] represents the expectation of a random variable,
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Ag,. = Ty A and A. o, = AMT. o, stand for the row
and column partitions respectively with index set Q;. Clearly,
in [22], the exponential convergence of RIDA by means of
the mean squared error (MSE) is demonstrated in a statistic
way, where the global convergence can be verified because the
related convergence rate p is always less than 1.

Based on RIDA, further optimization and enhancement by
well exploiting the conditional sampling are given in [22],
where the modified randomized iterative detection algorithm
(MRIDA) is given for better iteration convergence and effi-
ciency. Typically, the iteration in MRIDA follows

XM =x"1+8,(S{AS,) (S b - S{TAX") (20
with Sy, = D_%I;7Qi € CK*4 and Sk §é {Sk—h S >Sk—r+1}-
Considering the block size 1 < ¢ < V'K, the overall compu-
tational complexity of MRIDA by updating all the elements
of x in a full iteration is O(K?), which is comparable to the
conventional iterative detection schemes. Note that obtaining
the filtering matrix A = H”H and b = H”y ¢ CX
is deemed as a preprocessing for these iterative detection
schemes, where the related complexity is not considered here.
Finally, the iterations results of RIDA and MRIDA are rounded
according to (13) to yield the detection solution.

III. NEW RANDOMIZED ITERATIVE DETECTION
ALGORITHM

In order to solve the ILS problem in (2), the existing
low-complexity iterative detection schemes try to firstly con-
vert the original system model in (1) into the classic linear
system in (7), where iterations (like Jacobi and GS) or
random iterations (like RIDA and MRIDA) are carried out
thereafter. However, during such an equivalent transformation
from y = Hx + n to Ax = b, the symmetric positive matrix
A = H”H (or A = H”H + ¢2I) and vector b = Hy
need to be calculated as a preprocessing stage, so that the
matrix splitting in iterative methods or the column partition in
random iteration can be performed. In fact, due to N > K,
matrix multiplication about A = H¥H with computational
complexity (i.e., O(NK?)) is also computational expensive
compared to the matrix inversion. This is accordance with the
computational complexity of the traditional linear detection
schemes like ZF in (3) and MMSE in (4), which consists of
matrix multiplication with complexity O(NK?) and matrix
inversion with complexity O(K?3).

However, most of current works about low-complexity
iterative detection mainly focus on how to effectively reduce
the complexity cost of matrix inversion A~!. For this reason,
a new randomized iterative detection algorithm (NRIDA) is
proposed, which is directly designed for the overdetermined
detection system in (1) rather than the linear system in (7).
By doing this, we show the preprocessing stage (i.e., the
matrix multiplication about A and b can be avoided without
any performance loss. Intuitively, this corresponds to the
complexity reduction with respect to the matrix multiplication
H”H in linear detection, where considerable complexity cost
is saved accordingly.

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 71, NO. 9, SEPTEMBER 2023

A. Algorithm Description

Specifically, based on the randomized iteration in (14),
by letting the auxiliary symmetric positive definite matrix
U=AoadS; € {L.g,,...,1. 0.}, the random iteration
in the proposed NRIDA is designed as follows

xFH = x* + W (GEHEW,) G (y — HX")

with

2

W, £ (H"H)"'H" Gy, (22)

where G, = HS, = HIL o, = H. o, € CV*? is randomly
sampled from the distribution D, i.e.,

pi=D(Gr=H.g,). (23)

Here, the same block size |Q1| = ... =|Q,| = K/r =q is
applied. Similar to RIDA, the indices in set Q;, 1 < i <
r are determined initially while a simple way is to group
these indices in a sequential order, ie., Gy = H. o, =
h—1)gt1s---,hg), Qi = {(: = 1)g+1,...,iq}. Based on
Q;, the sampling about Gy, is performed block by block.

Specifically, given the detection model in (1), To be more
specific, given G = H. g,, it follows that

W, =1L, € CKxa 24)

while the random iteration in (21) can be rewritten as

x" =x" + Lo, (H, H. o,)'H, (y — Hx") (29)

with random Q;. Consequently, by iterating x according to
(25), the desired detection solution x* = Hly = x, in (6)
can be approximated asymptotically, where the globally expo-
nential convergence will be demonstrated in the following.
As for the choice of the initial setup x°, it can be an arbitrary
point from X% and we set x° = 0 for simplicity. Finally,
after k = L times iteration, the iteration results x” is rounded
based on the constellation X'* in (13) to output the detection
solution.

Another point should be noticed is the choice of the block
size q, where a small ¢ < N is preferable due to a small
size of matrix inversion (HHngQ )~1in (25). Nevertheless,
a larger size g also implies more elements of x are updated at
each iteration, which naturally results in a better convergence
performance. Clearly, there is a latent trade-off in the proposed
NRIDA between convergence and complexity about the choice
of ¢, and here the choice 1 < ¢ < VK is recommended.
Further investigation about the choice of ¢ will be one of our
work in future.

Now we go through the computational complexity of the
proposed NRIDA. In particular, the computational complexity
of computing (HfQiH:Qi)*l is ¢ + ¢*>N; the multiplication
among I. o, and (H; H. o,)~" and H, costs ¢ K+qKN
while the computational complexity of multiplying it with
(y — Hx") requires 2K N. Hence, the total computational
complexity of NRIDA at each iteration (i.e., compute x**!
in (25)) is ¢> +¢>N + ¢*K +qK N + 2K N. Given the choice
1 < ¢ < VK, the complexity of NRIDA at each iteration is no
more than O(K!'-5N). Note that the complicated matrix mul-
tiplication like H H is not involved in the proposed NRIDA
so that significant computational complexity is reduced.
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Algorithm 1 The Proposed NRIDA for Large-Scale MIMO
Systems

Require: H,y, x° =0, L
Ensure: near linear detection solution X
1: for k=1,...,L do
2: fort=1,...,K/q do
3 randomly sample index set Q; according to (23)
4 update x based on (25)
5 end for
6: end for

7: output X = [xl]g € XK

B. Complexity Reduction

The computational complexity of NRIDA can be further
reduced by making use of the inherent structure of I. o,.

As shown in (16), the matrix I:I:[Qi can be depicted in the
following way:

:...::.', 0

Intuitively, the operations of I. o, and IX o, are essentially
determined by the ¢ X ¢ nonzero matrix within it. Meanwhile,
every row or column of this submatrix only has a nonzero
element, i.e., 1, where all other elements in it are 0 as well.
From it, further complexity reduction with respect to the
proposed NIRDA can be achieved.

In particular, given the structure of I. o, in (26), the
multiplication of I. o, and (H/, H. o,)~" can be finished
instantaneous by the simple shift and matrix augmentation
with 0, e.g.,

000 000
001f [abc ghi
000| |de f 000 (27)
100]| |gh: abc
010 de f

Since the complicated matrix operations can be avoided, the
complexity of multiplying I. o, with (H H.o,) ! turns
out to be negligible. On the other hand, due to the fact that
the K x ¢ matrix I. o, (H:QiH.,Qi)_ is essentially operated
by the ¢ X ¢ nonzero matrix in it (i.e., all the other columns in
it are 0), the computational complexity of multiplying it with
HHQ can be reduced to ¢>NN. Subsequently, as the K x N
matrix I. o, (H:{{QiH:’Qi)’leIQi contains K — ¢ zero rows,
the computational complexity of multiplying it with (y —Hx")
can be reduced as N K + ¢N. Overall, the total computational
complexity of the proposed NRIDA can be reduced to ¢* +
gN + 2¢°N + KN, which is O(KN) given the choice of
q=VK.

Here, we point out that at each of iteration in NRIDA
only ¢ elements of x are updated according to (25). For this
reason, to achieve a fair comparison with other low-complexity
iterative detection schemes, a full iteration which contains
K/q iterations is employed by NRIDA. Consequently, with
q = VK, this leads to the complexity O(K'°N) of a full
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iteration, which is competitive compared to other iterative
detection schemes in both theoretic and simulation results.
Note that both K/q and ¢ are integers in practice.

Overall, the operations of the proposed NRIDA for uplink
large-scale MIMO systems is summarized in Algorithm 1.
Typically, the loop between step 1 and 6 denotes a full iteration
of NRIDA, which contains K /¢ times random iteration of
(25). For a better understanding, the related complexity com-
parison of various low-complexity iterative detection schemes
is presented in Table I, where k£ denotes the number of full
iteration. Clearly, besides the global convergence, consider-
able computational complexity is also saved by the proposed
NRIDA without incurring the preprocessing about the matrix
multiplication of HY H.

IV. CONVERGENCE ANALYSIS

In this section, the convergence of the proposed NRIDA is
investigated in terms of the statistic mean squared error (MSE),
where the globally exponential convergence is demonstrated in
detail. Meanwhile, the choice of the sampling distribution D
for the random iteration is also studied.

A. Globally Exponential Convergence

To start with, considering the full column rank channel
matrix H,! the multiplication Hw with vector w &€ CE is
0 if and only if w = 0. Therefore, it is clear to see that the
matrix H7H is positive definite because of

wlH"Hw = (Hw)"Hw > 0 for w #0.  (28)

Clearly, since HPH is also symmetric, it is essentially a
positive definite Hermitain matrix.

Then, given the symmetric positive definite matrix H7H,
we define matrix V € CKXK a5

VV = H7H, (29)

where V can be easily calculated based on eigenvalue matrix
and eigenvector matrix [31].% Besides, since V is symmetric
as well, the following relationship holds

VV =VVH = vy, (30)

Next, based on the matrix V, we have the following result,
where the symmetric matrix Z € CX*¥ is defined by

Z= I:,Qi(HfIQiHHQi)_IIflgi G

Theorem 2: As for the uplink large-scale MIMO detection,
let S, = H.o, be sampled randomly according to the
distribution D, the proposed NRIDA based on (25) converges
by

B[V = x)|?] < p" V(" - x| (32)

'Note that a full column rank channel matrix H is a general configuration
for MIMO detection, otherwise the solution for x will not be unique. For
example, any two UEs can not have the same channel responses in scale,
e.g., h; # ahj, a is a constant.

2V is applied to depict the convergence process of NRIDA but its
computation is not needed in the implementation of NRIDA.
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with globally exponential convergence rate

p=1- mn(H'HE[Z]) <1 (33)

Proof: According to (31), the random iteration in (25)
can be rewritten as

xF = xF 4 ZHTH(x* — Xk), (34)
which is further expressed as
xM_x* = (I-ZHPH)(x" — x*). (35)
Next, for a better presentation, by denoting rj, = x* — x*,
we have
IV(x* —x))? = [V |? (36)
=rivHivr,
Wl (1- zHIH)EVAV(
— ZH H)ry_,
=rf (V- VZHIH)" (V
—~ VZH"H)r,_,

=r; (VIV-VvH
VZHYH - HfHZEVHEV
+HYAZAVIVZH H)r),_,
Oyl vV - VEVZHIH)r,_,. (37)
Here, the equality (a) holds due to (35), the equality (b) comes
from the fact

zZivivz =17 (38)

and VAV = HYH.
On the other hand, based on law of total probability (i.e.,
E[E[A|B]] = E[A)), it follows that

E[|[Vry|?] = E[E[|[Vry|[rr-1]).
Then, based on (37), we have

E[HVrkH2|rk,1] —E[rk (VEV - VIVZHYH)r;,_,]
H (VEIV - VEVZVIV)r, ]
]
)

(39)

k—

[ VAT -VZVT)Vr,
VZV )Vrk,l,Vrk,l]
= (I—VE[ZVT)Vr;_,, Vr,_)

< T - VEZIVY - [Vrr_a|®
D NI = VE[Z]VH) [V, )?
= (1~ Aun(VE[Z]V™) [ VEy_ |
= (1= Aun(VVY E[Z]))|[VEy |2
— (1= Amn(HHE[Z))) [ VEy_, |
= pl[Vrp_a|f?, (40)

where the change in (c) from operator norm into spectral radius
holds because of the symmetry of I — VE[Z]VH.

Subsequently, by simply substituting (40) into (39), we can
arrive at

E[[V(x* = x| = EIE[[V(x* - x*)|*|rr-1]]

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 71, NO. 9, SEPTEMBER 2023

B[Vt = x)|?]

ININ A

FEIIV (= = x|
PV (x® = x)|?

(41)

where x© is set as an initial setup.

Meanwhile, given the full rank matrix H as well as the full
row rank matrix HH .» the expectation of symmetric matrix
7 can be demonstrated to be positive definite as

Z} :ZpiIan‘ (H{IQ7H,97)711H i
i=1

(Zm o, (HI H. o, >%<HffgiH:,gi>%Iffgip§>

= (L3)(IT)
=J2 (42)

(CKXK

with the invertible matrix J € , le.,

1 1
J=diag(p?(H/5 H. 0,)" 2, ...

which is block diagonal.
Therefore, because of the symmetric positive definite matrix
E[Z), it follows that

p(HI, H. 0 )7%), 43)

Amin(E[Z]) > 0. (44)

Since H”H is also symmetric positive definite, we can get
Amin(HFHE[Z]) > 0 s0 as to

p=1-dmn(HTHE[Z]) < 1, (45)

thus completing the proof. [ ]

From Theorem 2, the proposed NRIDA converges to the
desired detection solution x* of (6) in an exponential way.
Note that the convergence of NRIDA is always ensured
(i.e., p < 1), making it well fitted to the various scenarios
of large-scale MIMO systems. Typically, to make sure the
approximation error of the proposed random iteration smaller
than a certain value

B[V (x" —x*)|’] < el V(x® — x*)|” (46)
with 0 < € < 1, the iteration number k£ should satisfy
1 1
k> log () . (47)
1—p €

where the inequality In(1 — 0) < —0 for 0 < 6 < 1 is
employed. Hence, a tractable random iteration can be achieved
by flexibly adjusting k. Note that a better choice of x° also
enables a positive impact upon the convergence in (32) so that
a closer choice of x to the detection solution x* is preferable
for the proposed NRIDA.

B. The Choice of Sampling Distribution D

As for the choice of the sampling distribution D in (23),
a natural solution is to apply the uniform distribution, where
the following result can be obtained.

Corollary 1: With G = H. g, following the uniform
sampling probability
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TABLE I
COMPARISON OF VARIOUS LOW-COMPLEXITY ITERATIVE DETECTION SCHEMES
Complexity of Preprocessing || Complexity of Iterative Detection || Global Convergence
Jacobi [9] O(NK?) O(K? k)
Richardson [19] O(NK?) O(K? - k)
Gauss Seidel [11] O(NK?) O(K? - k) v
SOR [32] O(NK?) O(K? - k)
RIDA [22] O(NK?) O(K?? - k) v
MRIDA [22] O(NK?) O(K? k) v
NRIDA No need O(K'N - k) v
1 2
b=, (48) pi = ?HQ'%”F (55)
the proposed NRIDA converges by the proposed NRIDA converges by
E[[V(x" = x")PP] < phirom V" = x> (49) EIV(x" —x")|2] < ok [V — x> (56)
with with
puom = 1~ - muin { AmA“(“H(zH;)Q) } BNED prom =1~ - ), 57)
Proof: To start with, from (42), we can obtain that where
H
Amin(HTHE[Z]) = Ain(HTHI?) Y Amin (HH) Ain (J%) o £ mn { A:r(fIHigﬂHQQ)) } =1 >8)

61V

where the inequality (d) holds due to Ayn(EF) >
Amin (E)Amin (F') for positive definite matrices E, F. Mean-
while, according to (43), it follows that

pr(HG Hog )™h). (52)

Then, given the uniform sampling probability p; = 1/r,
we have

J2:diag(p1 (Hflng:,Ql)ila e

1 1
)\min(J2> = —

; (53)
r /\max(HfIQiH:,Qz)

Therefore, based on (51) and (53), the convergence rate p in
(33) is upper bounded by

p=1-\mn(HIHE|Z))
S 1-—- )\min(HHH)Amin(J2)

X H
<1—1.m_in{ Amin (H H) }

r v )\max (H:I,{QiH?;Qi)
= Puniform (54)
which completes the proof. ]

According to Corollary 1, the convergence rate depends on
the block size q (i.e., ¢ = K/r = |Q;|) as well as the partition
of H denoted by H. o,. To further investigate this point,
an alternative sampling choice is presented in the following.

Corollary 2: With G, = H. g, following the sampling
probability

Proof: Considering the sampling probability p; in (55),
because of [|B||7 = >21" >°7 [bi ;> = Tr(BY'B), we have

Tr HH H i
Amin(J%) =7 min : o 2
TI'(H H) g /\max(H:7QiH:7Qi)
«
- = 59
Tr(H7H)’ o2
with a > 1 due to

> (60)

Tr(A) =) Ai(A) > Anux(A) > Ain(A).

Then, according to (51) and (59), the convergence rate p in
(33) is upper bounded by

Amin (HTH)
p= ¢ TreEAE) e

completing the proof. [ ]

From (58), the coefficient o > 1 is chiefly determined
by the block size ¢ (i.e., |Q;|). More specifically, it is clear
to see that « = 1 if ¢ = 1 while a larger size « can be
achieved with the increment of ¢. Therefore, the convergence
gain by the block operation can be confirmed explicitly. On the
other hand, because the matrix H¥H is symmetric positive
definite, all its eigenvalues are larger than O, which means
the global convergence p < 1 still holds under the sampling
probabilities in (48) and (55). Meanwhile, from Corollary
2, it is clear to see that the convergence rate ppom heavily

(61)
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Convergence comparison of NRIDA in 64 x 128 large-scale MIMO

relies on the condition number of the matrix HFIH (i.e.,
K = Amax(HTH) /Apin(HF H)), where a smaller & is highly
desired for a better convergence performance.

For a better understanding, in Fig. 1, the convergence rates
Puniform and pporm in the proposed NRIDA with both sampling
probabilities in (48) and (55) are illustrated in a Monte Carlo
way, where 64 x 128 large-scale MIMO systems are applied.
Here, for the sake of efficient computation, in both uniform
and norm sampling distributions the partition is carried out in
a forward sequential order, namely,

H.o,=[hy,....,hy],....H. 0. =[h(_1)g11,- -, hg]. (62)

In this way, the impact of partitioning H is removed from
the comparison. Nevertheless, further optimization still can
be made by seeking for the optimal partition in the expense
of extra computational complexity. On one hand, both the
convergence of NRIDA are nearly the same, making the
uniform sampling a promising choice due to simplicity. On the
other hand, as expected, with the increment of the block
size ¢ = 2,4,8,16,32, both the convergence become better
gradually.

V. CONVERGENCE ENHANCEMENT

In this section, to improve the convergence performance,
the concept of conditional sampling is introduced to the
random iteration in the proposed NRIDA. By well exploiting
it, a derandomized-like iteration can be achieved for both
better convergence and efficiency.

A. Enhancement by Conditional Sampling

In particular, define the conditional sampling probability in
the proposed NRIDA as

@é (Gk =

=1_ #L

— _Hi,Qj)7 Z#J

(63)

where the last samphng choice Gy_; is taken into account
at the current sampling of Gy. Clearly, by doing this, the
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sampling choice Gy, = H. o, given G;_1 = H. o, will be
avoided, which effectively improves the sampling diversity.
In what follows, we show that more convergence gain can be
obtained from the application of conditional sampling.

Typically, according to the condition sampling probability
D, 1n (63), the conditional expectation of Z based on the last
sampling choice Gy—1 = H. o, turns out to be

Zpl,

i=1,i7#7

E[Z|G_1] (HIG H. o)1,

r

1 1 1 _1

Z pz? Ii,Qi (H:I:IQ,iHHQi) 2 (HI){QLH7QZ) 2 IHQLpzz
i=1,i#7

@I,

(64)

which is still symmetric positive definite. Here, matrix
I ¢ CKx(K-9) js a partition of the identity matrix
I by removing the related columns in the index set

Q;, matrix J € CK-9) X(K 9 takes the form J =
AR _1 _1
dlag(pl2 (H;I,ngH: Ql) 2y ;p] 1(H ,Q,— 1H:7Qj—1) 2 7pjg+1
_1 _1

(HHQ +1H:,Qj+1) sooesDP (H QTHwa) 2)'

Based on E[Z|Gj_4] in (64), the globally exponential
convergence of conditional random iteration in the proposed
NRIDA can be easily demonstrated. Note that the related proof
is omitted here, and more details can be found in Theorem 2.

Theorem 3: As for the uplink large-scale MIMO detection,
let G, = H.o, be sampled randomly according to the
conditional sampling probability p, in (63), the proposed
NRIDA converges by

BV —x")P] <plV("" =x)P (65
with globally exponential convergence rate
p=1- mn(HYHE[Z|G,_1]) < 1. (66)

We then show that the proposed NRIDA with conditional
sampling probability p; has a better convergence performance
than that with sampling probability p;.

Corollary 3: With the conditional sampling probability D;
in (63), the proposed NRIDA has a better convergence per-
formance than that with the sampling probability p; in (23)
because of a smaller upper bound of the convergence rate.

Proof: On one hand, the convergence rate under the
conditional sampling probability p, is upper bounded as

p =1~ \nin(H'HE[Z|G),_1])
<1 = Apin(HFH)Apin(3)
Amin(HPH
w7 L)
)‘maX(H;,QiH:,Qi i # )
On the other hand, the convergence rate with sampling prob-
ability p; is upper bounded as

§1m_in{pi'
2

p=1-\mn(HIHE[Z])
. )\min(HHH)
<1—min{p;- . (68)
i {p Amax (H;Ij[QiH:,Qi)
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TABLE II
ILLUSTRATION OF THE CONVERGENCE RATE UPPER BOUND
f=0 | f=11 f=2| f=3 f=r—1
q=2 |/ 0.9975 || 0.9974 || 0.9973 || 0.9972 0.9062
g=4 |/ 0.9953 || 0.9950 || 0.9946 | 0.9942 0.9160
q=8 |/ 0.9916 || 0.9903 || 0.9887 || 0.9864 0.9273
q=16 | 0.9855 || 0.9805 || 0.9703 || 0.9390 0.9390

Therefore, it is clear to see that p has a smaller upper bound
than p by

. D; . Di
min - " >min 5
[ {AmaX(H:{{QiHZ:Qi (3 7& ])} % {/\max(HfIQiH:,Qi)}
(69)

where Amax(HYg H. o, ]i # j) < Amax(H5 H. o,) and p; >
p; can be verified in a straightforward way. [ |

B. Extension by Multi-Step Conditional Sampling

To further exploit the convergence gain brought by con-
ditional sampling, more previous sampling results can be
taken into account so that the multi-step conditional sampling
probability in the proposed NRIDA is defined as

]7{ é'D(Grk ZH:,Qi Gk—l;-~-7Gk—f) (70)

with H. o, ¢ {Gg_1,...,Gpr_y}, where 1 < f < r —
1 indicates the length of the multi-step conditional sampling.
Clearly, the conditional sampling probability p; in (63) can be
viewed as a special case of ﬁif with f = 1. According to the
multi-step conditional sampling probability To{ , we arrive at
the following result, and the proof is omitted for the sake of
simplicity.

Theorem 4: As for the uplink large-scale MIMO detection,
let G, = H. o, be randomly sampled following the condi-
tional sampling probability ﬁlf in (70), the proposed NRIDA
converges by

B[V —x)P] </ [V =x))2 D
with globally exponential convergence rate
=1 - X\in(HTHE[Z|G}_1,...,Gr_f]) < 1. (72)

Based on Theorem 3, the convergence gain of multi-step
conditional sampling can be verified as follows. Here, the
proof is omitted where the related details can be found in
Corollary 3.

Corollary 4: With the increment of 1 < f < r—1, the con-
vergence of the proposed NRIDA with multi-step conditional
sampling probability ﬁlf in (70) improves gradually due to a
smaller upper bound of convergence rate.

According to Corollary 4, we can see that the smallest upper
bounded of the convergence rate is obtained when f = r—1 is
applied. More specifically, given Gx_1,...,Gr—rt1, &k > 17—
1, we have

P = 1= A (P HE[Z|Gy 1, G o)
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Fig. 2. BER performance versus average SNR per bit for 16 x 128 large-scale
MIMO with 16-QAM.

Amin(HF H)
Amax(HfIQlH:,Qq,)

with H. o, ¢ {Gg_1,..., Gg_r+1}. Interestingly, under the
f = r — 1 steps conditional sampling, only one sampling
choice is left for Gy when k > r — 1, which makes the
sampling about G become deterministic. Undoubtedly, this
is greatly beneficial to the implementation in practice since
the process of random sampling can be effectively avoided
without any performance loss, thus leading to a more efficient
iteration. Hence, for the consideration of better convergence
and efficiency, multi-step conditional sampling with f =
r — 1 is highly recommended in the proposed NRIDA, which
simply replaces p; (23) in step 3 of Algorithm 1 with ﬁlf in
(70).

For a better understanding, as shown in Table II, the
convergence rate upper bounds of NRIDA with different g
and f in 64 x 128 large-scale MIMO systems are presented
in a Monte Carlo way. Clearly, with the increase of the
multiple steps of the conditional sampling (i.e., f), a better
convergence performance can be obtained by NRIDA with
uniform sampling probability, which is accordance with the
results of Corollary 3 and 4.

<1- (73)

VI. SIMULATIONS

In this section, the detection performance and complexity
of the proposed NRIDA for uplink large-scale MIMO systems
are investigated by simulations.

In Fig. 2, the bit error rate (BER) performance of the
proposed NRIDA is illustrated in 16 x 128 large-scale MIMO
systems with 16-QAM. In particular, NRIDA-uniform and
NRIDA-norm denote the proposed NRIDA with sampling
probabilities in (48) and (55) respectively, and NRIDA-f rep-
resents NRIDA with f = r — 1 multi-step conditional uniform
sampling. Meanwhile, the initial vector x° = 0 is applied, the
block size is set as ¢ = 4. Also, for a fair comparison, k is
the number of full iteration for NRIDA in this simulation part.
Clearly, as can be seen from Fig. 2, the BER performance of
all the NIRDA schemes improve gradually with the increment
of full iterations, which is accordance with the convergence

Authorized licensed use limited to: Southeast University. Downloaded on February 27,2024 at 03:44:50 UTC from |IEEE Xplore. Restrictions apply.



5102

10° T T

—f+— Jacobi, k=3
Richardson, k=3
GS, k=3
SOR, k=3

—E— RIDA-uniform, k=3

—X— RIDA, k=3

— —%% MRIDA, k=3

—O— NRIDA-uniform, k=3

—¥— NRIDA, k=3

—— MMSE

>4

st
K

m

108 F

Eb/NO(dB)

Fig. 3. BER performance versus average SNR per bit for 32 x 128 large-scale
MIMO with 16-QAM.
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Fig. 4. BER performance versus average SNR per bit for 32 x 128 large-scale
MIMO with the imperfect CSI using 16-QAM.

results given in Theorem 2 and 4. More specifically, the
proposed NRIDA with sampling probabilities in (48) and (55)
have nearly the same BER performance, which is in line with
the convergence rates provided in Fig. 1. Since the uniform
sampling is more straightforward to implement, it is more
preferable for NRIDA compared to the sampling choice in
(55). On the other hand, as expected, the proposed NRIDA
with f = r — 1 multi-step conditional sampling significantly
outperforms those with random sampling probabilities. To be
more specific, the detection performance of near-MMSE can
be obtained by NRIDA-f with k& = 2. This implies a faster
convergence, which has been explained in Corollary 4. Note
that the complexity cost of each iteration in NRIDA-f is also
less than NRIDA-uniform or NRIDA-norm as the sampling
becomes derandomized gradually.

In Fig. 3, the BER performance comparison between the
proposed NRIDA and other iterative detection schemes are
presented with respect to 32 x 128 large-scale MIMO systems
with 16-QAM. Apart from MMSE detection scheme, the
traditional iterative detection schemes such as Jacobi itera-
tion in [9], Richardson iteration in [19] with the relaxation

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 71, NO. 9, SEPTEMBER 2023

factor w = 1/(N + K), Gauss Seidel iteration in [I1],
successive over-relaxation (SOR) iteration in [32] with the
relaxation factor w = are also employed.

1+4/1 [!J(I D-1A)P?
Meanwhile, the randomized iterative detection schemes like
RIDA and MRIDA in [22] are applied as well for a better
comparison. To make a fair comparison, the block sizes in
RIDA, MRIDA and NRIDA are set as ¢ = 8 with the initial
setup x° = 0. In particular, with the same full iteration number
k = 3, the proposed NRIDA with uniform sampling achieves
a better BER performance than RIDA with uniform sampling.
Meanwhile, NRIDA with f = r — 1 multiple step conditional
sampling has a comparable BER performance with MRIDA,
and both of them outperform other iterative detection schemes
like Jacobi, GS and SOR. Note that NRIDA has a much
lower computational complexity than MRIDA by removing
the preprocessing stage, making it a better choice in uplink
signal detection.

Fig. 4 is presented to illustrate the BER performance of the
proposed NRIDA without the perfect channel state information
(CSI) in 32 x 128 large-scale MIMO systems using 16-QAM.
In particular, H = H + AH denotes imperfect CSI at the
receiver, where AH ~ CN (0, 021 ~) represents the channel
estimation errors with O’ = 1. Here, n, and E,
respectively stand for the number and power of pilot symbols
and we apply 02 = 0.1 in the simulation. Compared with the
detection performance under perfect CSI in Fig. 3, the BER
performance of detection schemes with imperfect CSI decline
accordingly in Fig. 4. Nevertheless, the performance gain of
NRIDA with f = r — 1 multi-step conditional sampling still
can be verified.

Furthermore, in Fig. 5, the BER performance comparison
based on the common pilot channel estimation is shown with
respect to 32 x 128 large-scale MIMO systems using 16-
QAM. In particular, we consider a pilot matrix X composed
of K columns of the 7 x 7 discrete Fourier transform (DFT)
operator and we set 7 = 32. Based on it, the model of
channel estimation is formulated as Y,, = HX + W,, where
W, and Y, denote the noise matrix and the receive signal
matrix durlng the training period respectively. Then, the cla551c
least-squares (LS) channel estimate H = Y, X (XX )1 is
applied as the imperfect channel state 1nformat10n (CSI) with
the estimation errors AH = H-H = W, X (XX#)~1 [34],
[35], [36]. Similar to the imperfect CSI case in Fig. 4, the
BER performance of all detection schemes in Fig. 5 are
degraded compared to the perfect case in Fig. 3. This is easy
to understand as the errors AH in channel estimation are also
taken into account. Nevertheless, the BER performance of the
proposed NRIDA is easy to confirm, which is due to a faster
convergence performance during the iteration process.

Apart from the independent, identically distributed (i.i.d.)
Rayleigh channels, the correlated channels of large-scale
MIMO systems are also studied to illustrate the conver-
gence performance of NRIDA. Typically, following the con-
ﬁg}lrations in [37] and [38], the correlated channel matrix

REHTZ, is applied with the normalized correlation coef-
ficient 1 > v > 0, where Reoy € CV*V and T, €
CHK*K represent the receive and transmit correlation matrices
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Fig. 5. BER performance versus average SNR per bit for 32 x 128 large-scale
MIMO using 16-QAM with common pilot based channel estimation.
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Fig. 6. BER performance versus average SNR per bit for 32 x 128 large-scale
MIMO using 16-QAM with 1) = 0.05.

respectively, i.e.,

T ot (V=D
¥ 1 ¢ - :
Reor = 1/)4 7,/1 1 u)4 )
Ly
_,L/)(Nfl) w4 w 1 |
1y gt DT
v Ly :
Teor = 11)4 Y 1 ¢4
: Ll
_w(Kfl)2 1)[}4 ¥ 1 |

Specifically, an uncorrelated scenario entails ) = 0 and a
completely correlated case corresponds to ¢ = 1. Intuitively,
with ¢y = 0.05 in Fig. 6, the BER performance of all the
detection degrade accordingly compared to the results given
in Fig. 3. On one hand, it is clear to see that iterative detection
schemes like Jacobi and Richardson fail to converge as they are
not globally convergent. In contrast to them, detection schemes
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Fig. 7. BER performance versus average SNR per bit for 32 x 128 large-scale
MIMO using 16-QAM with ¢ = 0.1.
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Fig. 8. BER performance versus average SNR per bit for 32 x 128 large-scale
MIMO using 16-QAM under local scattering spatial correlation model with
o, = 10°.

based on random iteration enjoy the global convergence so
that their convergence are still guaranteed. More specifically,
under the same full iteration, the proposed NRIDA with
f = r — 1 multi-step conditional sampling achieves the
comparable BER performance with MRIDA. As expected,
with the increase of iterations, both of their performance
improve accordingly. Meanwhile, the similar observations can
also be found in Fig. 7 with 1) = 0.1, where the channel matrix
is getting more correlated. In this case, the BER performance
of MMSE detection becomes worse, and the proposed NRIDA
with f = r—1 multi-step conditional sampling still works due
to its global convergence. However, because of the correlated
channel matrix, the convergence performance of NRIDA-f is
slower than before. Nevertheless, by increasing the iteration
number k, the detection performance of near-MMSE still can
be achieved by the proposed NRIDA.

To further illustrate the proposed NRIDA in correlated
channel models, Fig. 8 is presented to show the BER per-
formance comparison in a 32 x 128 uncoded MIMO system
with 16-QAM under local scattering spatial correlation model
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Fig. 9. BER performance versus average SNR per bit for 32 x 128 large-scale
MIMO using 16-QAM under local scattering spatial correlation model with
o, = 20°.

in [39]. In particular, in the local scattering spatial correlation
model, the uniformly distributed deviations are applied with
0 ~ U [—\/gaw\/?:a@], and we set the angular standard
deviation (ASD) o, = 10°, where the correlation matrices are
normalized with matrix trace equaling to N = 128. As can be
seen clearly in Fig. 8, under local scattering spatial correlation
model, the proposed NRIDA still outperforms the traditional
iterative detection schemes by a better BER performance.
Meanwhile, with the increment of the full iteration number £k,
the BER performance of NRIDA improves gradually, which
is in line with the results derived in Theorem 2 and 4. On the
other hand, compared to the i.i.d. Gaussian channel model
shown in Fig. 3, we can observe that the BER performance
of all the detection schemes including MMSE, NRIDA and
so on degrade accordingly. This is due to the fact that more
channel correlation are introduced by the local scattering
spatial correlation model. To make it clear, Fig. 9 is added
as a complement, where the angular standard deviation is set
as o, = 20°. Clearly, with the increase of o, the spatial
channel correlation of the local scattering spatial correlation
model is reduced gradually, so that the BER performance of all
the detection schemes in Fig. 9 are better than those in Fig. 8.
Meanwhile, as expected, the performance gain of the proposed
NRIDA still can be found while near-MMSE performance can
be achieved by simply increasing the iteration number.

In Fig. 10, the BER performance comparison about the pro-
posed NRIDA is extended to 64 x 128 large-scale MIMO sys-
tems with 4-QAM. Clearly, the antenna ratio N/K decreases,
which imposes a higher requirement upon the detection
schemes. Nevertheless, detection schemes like RIDA, MRIDA
and NRIDA still work, and their BER performance gradually
improve with the increase of iterations. Here, the block size
of them are set as ¢ = 8 with initial setup x° = 0.
Meanwhile, the detection schemes based on the steepest
descent method in [40] and the conjugate gradient (CG)
iterations in [41] are also applied for a better comparison.
Compared to the detection cases 16 x 128 in Fig. 2 and
32 x 128 in Fig. 3, more iterations are needed to achieve
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Fig. 10. BER performance versus average SNR per bit for 64 x 128 large-s-
cale MIMO with 4-QAM.
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Fig. 11. BER performance versus average SNR per bit for 64 x 128 large-s-

cale MIMO using 4-QAM under local scattering spatial correlation model
with o, = 15°.

the near-MMSE detection performance. This is straightforward
to interpret since less receive diversity can be exploited with
the increment of K. As a complement of Fig. 10, the BER
performance comparison in a 64 x 128 large-scale MIMO using
4-QAM is illustrated in Fig. 11 under local scattering spatial
correlation model with angular standard deviation o, = 15°.
Specifically, the uniformly distributed deviations are applied
with 0 ~ U[—\/gow,\/gaw], and the correlation matrices
are normalized with matrix trace equaling to N = 128.
Clearly, because of the introduced channel correlation by local
scattering spatial correlation model, both the BER performance
of NRIDA and MMSE degrade accordingly compared to
their counterparts in Fig. 10. Nevertheless, due to the global
convergence, the proposed NRIDA still works as usual, and
its BER performance improves gradually with the increment
of the full iteration number k.

In order to study the choice of the block size ¢ in NRIDA,
Fig. 12 is given to show the BER performance of different
choices of ¢ in 64 x 128 large-scale MIMO systems with
4-QAM. Typically, the choices ¢ = 1,8,16,32 are applied
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Fig. 13. Complexity comparison in flops for K x 128 large-scale MIMO
using 16-QAM at SNR per bit = 7dB.

while the number of iterations for NRIDA is set as k = 3.
As can be seen, with the improvement of size ¢, both the
BER performance of NRIDA-uniform and NRIDA-f improve
gradually. This is easy to understand since a larger ¢ means
more components of x are updated each time, where the
correlations between components of x can be further exploited.
As explained before, this accounts for a better convergence
performance, which is accordance with the results shown in
Table II. However, according to the random iteration in (25),
a larger size ¢ also accounts for more computational cost.
Therefore, there is a latent trade-off between the convergence
and complexity with respect to the choice of ¢, and how to
well balance such a trade-off will be one of our work in future.

To illustrate the computational cost of the proposed NRIDA,
Fig. 13 is presented to show the complexity compari-
son in flops among different iterative detection schemes.
Here, the method of flops evaluation that we used comes
from [42]. Specifically, the large-scale MIMO system with
N = 128 received antennas is applied using 16-QAM at
SNR per bit = 7dB, and the simulation is performed on the
platform of MATLAB R2021a on a computer, with a processor
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at 2.8GHz and 16GB RAM. Meanwhile, the block size of
RIDA, MRIDA and NRIDA are set as ¢ = 8 with initial setup
x% = 0. As can be seen clearly, with the improvement of
K, the complexities measured by flops of all the detection
schemes grow gradually. This is easy to understand as a
higher system dimension improves the difficulty of the signal
detection problem in large-scale MIMO systems.

As demonstrated, we can see that the proposed NRIDA
with f = r — 1 multi-step conditional sampling achieves the
smallest computational cost among them. This is because the
random iteration in the proposed NRIDA is designed to work
for the detection model in (1) directly without incurring the
matrix multiplication about HHYH. Different from NRIDA,
the iterations in GS, RIDA and MRIDA are designed for
the linear system in (7) so that considerable computational
complexity have to be paid in the preprocessing stage for
matrix multiplication. To make it more specific, both the
complexity costs of preprocessing and iteration in GS, RIDA
and MRIDA are depicted in Fig. 13. Clearly, the preprocessing
stage takes a significant part in running GS, RIDA and
MRIDA. Note that the preprocessing of MRIDA has a higher
complexity cost than those of GS and RIDA, which is because
an extra approximated diagonal matrix needs to be computed
in MRIDA. Interestingly, the proposed NRIDA still achieves
a lower complexity cost than RIDA and MRIDA even the
preprocessing of them are not taken into account, making the
proposed NRIDA perspective in the uplink large-scale MIMO
signal detection due to a better detection trade-off.

VII. CONCLUSION

In this paper, a new randomized iterative detection algo-
rithm (NRIDA) is proposed for large-scale MIMO systems.
By adopting the random iteration directly into the detection
model, considerable complexity cost is saved by the proposed
NRIDA without the preprocessing stage for the problem trans-
formation. Meanwhile, we also demonstrate that the proposed
NRIDA achieves a globally exponential convergence, making
it a promising choice in the uplink signal detection. Besides,
the possible complexity reduction of NRIDA is presented
while the choices of the sampling distributions in NRIDA are
also investigated as well. In addition, to further enhance the
convergence performance, the concept of conditional sampling
is introduced into the proposed NRIDA, where significant
gains in both convergence and complexity can be obtained.
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