
IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 72, NO. 4, APRIL 2023 4875
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Abstract—Given the explosive growth of wireless devices ranging
from the 2D ground to the 3D space, the first task preceding any
form of dynamic spectrum management for the smart city infras-
tructures is the sensing of heterogeneous spectrum situation in wire-
less environments. However, challenge arises when increasing wide
bandwidth and enormous geographic space meet power-limited CR
receivers with constrained hardware capability. In this paper, a
3D compressed wideband spectrum mapping model is established
by exploiting the underlying sparse nature of wideband spectrum
situation based on compressed sensing, where joint time-frequency-
space compression is executed at sub-Nyquist sampling rate. Due
to the ineffectiveness of traditional algorithms, a novel two-phase
3D compressed wideband spectrum mapping scheme is proposed
which is composed of sampling points optimization and 3D wide-
band spectrum situation recovery. Therein, quadrature and right-
triangular (QR) block pivoting based spatial sampling matrix op-
timization algorithm considers every frequency priority of each
location jointly to select dominant sampling locations. Alternating
direction method of multipliers is further applied to iteratively
solve the situation recovery. Lastly, in-depth numerical simulations
demonstrate the spectrum situation recovery performance, which
proves the proposed 3D compressed wideband spectrum mapping
scheme greatly reduces the number of measurements, while achiev-
ing a high level of wideband spectrum mapping accuracy.

Index Terms—Wideband spectrum mapping, compressed
sensing, QR factorization, spectrum-heterogeneity.

I. INTRODUCTION

A. Background and Motivation

W ITH the rapid development of wireless communications,
ubiquitous wireless devices have been widely applied in

various fields, which cause crowded spectrum environment and
bring the scarcity of spectrum resources an urgent problem [1],
[2], [3]. However, the Federal Communications Commission
(FCC) reports that large amounts of spectrum are underutilized,
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including broadcasting TVs and analogue cellular telephony,
etc. [4], [5]. Therefore, how to efficiently utilize spectrum re-
sources has received much attention. Cognitive radio (CR) [6],
[7], [8], [9], [10], [11] is the first spectrum sharing technology,
of which spectrum sensing plays a fundamental role in detecting
spectrum holes that can be used by secondary users (SUs)
without interfering with primary users (PUs). In the DARPA
RadioMap program [12], spectrum situation awareness is in-
troduced. As the name implies, spectrum situation describes
the state of the wireless environment, which includes spectrum
occupancy state, signal strength, modulation mode, and access
protocol, etc. Due to the difference in signal source distribution,
channel attenuation and shadowing, different spatial locations
and frequency points will exhibit a variety of spectrum access
opportunities, which is referred to as spectrum heterogeneity.

Spectrum mapping aims to create a spectrum map based
on spectrum situation awareness. It enables us to associate
the awareness results with three-dimensional (3D) geographic
coordinates accordingly. With the help of the spectrum map,
radio frequency (RF) devices can access the idle spectrum
and avoid interference where it is busy. Spectrum situation
awareness results are continuously shared by RF sensors [13],
allowing the spectrum map to be updated over time. In spectrum-
heterogeneous environments with limited spectrum resource,
this will increase the number of RF devices and the amount
of communications, which will undoubtedly improve spectrum
utilization [14] in the space-frequency-time domain.

Recently, wideband spectrum sensing has been widely ap-
plied, collecting wideband signals with high-speed analog-to-
digital converters (ADCs). Quan et al. [15] propose a multi-band
joint detection algorithm that uses high-speed ADC for signal ac-
quisition and analyzes the occupancy of the PU. Wavelet-based
broad spectrum sensing is studied by Tian and Giannakis [16]
with the aid of high-speed ADC. Nyquist sampling theory states
that the sampling rate must be at least twice the signal bandwidth.
For a receiver with limited power and hardware capability,
Nyquist rate sampling is virtually impossible when the spectrum
being monitored has very wide bandwidth. To ensure stable
reconstruction of multi-band signals, Landau [17] proves that
the sampling rate should not be smaller than the measured value
of the occupied part of the spectrum, which is often less than the
Nyquist sampling rate.

With the sparsity property of the underutilized spectrum, sub-
Nyquist rate sampling with compressive sensing is proposed for
wideband spectrum processing. Compressed sensing (CS) [18],
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[19], [20], [21], [22], also known as compressed sampling,
has been widely applied in various fields such as electronic
engineering, image processing, wireless communication and
so on. By contrast with Nyquist theory in signal processing,
compressed sensing method employs random sampling to obtain
discrete samples of the signal, and then reconstructs the signal
through a nonlinear reconstruction algorithm. By exploiting
the sparseness of the signal, compressed sensing can achieve
high signal reconstruction performance even with only a few
measurements. This is consistent with our goal to estimate
the entire three dimensional wideband spectrum situation map
through a few spectrum sampling points. In addition, the spatial
diversity of the transceivers can also be used to allocate the entire
frequency band to multiple users, so that the spectrum sampling
cost for each transceiver will be reduced, thereby improving the
sampling efficiency.

Therefore, these observations motivate us in this paper to
consider how to exploit the sparse nature of the 3D wide-
band spectrum situation, optimize sampling points and recover
the spectrum situation in the entire 3D wideband spectrum-
heterogeneous space with compressed sensing theory.

B. Related Work

Currently, few studies have been conducted on 3D wideband
spectrum mapping. The authors in [23] present a radio environ-
ment map (REM) based on data extracted from heterogeneous
spectrum sensors, which describes how a radio environment map
can be constructed for spectrum management. According to [24],
kernel-based learning and nonlinear support vector machine
(SVM) are applied to identify the PU coverage boundaries,
which can be viewed as a two-dimensional binary spectrum map.
Using SVM-type solvers, the work [25] decreases the bandwidth
requirement for sensor measurements by introducing linear
compression and quantization. Moreover, the authors in [26]
present an algorithm for estimating the power spectrum through
generative adversarial networks (GANs). A regression model
is established with deep learning, and image color mapping is
used to transform the estimation task into image reconstruction.
In [27] and [28], an idea of image inference is proposed to com-
plete the spectrum situation of multiple frequency points across
multiple time slots. However, these studies do not combine the
spectrum data with the practical three-dimensional geographical
scenario as described in [29]. Recent work [30] explores 3D
spectrum mapping based on region of interest (ROI). It is in-
tended to spend less energy and improve ROI spectrum situation
recovery at the same time. But it doesn’t take into account
the internal mechanisms of signal propagation characteristics,
which is listed as an open issue. In [31], it discovers that by
quadrature and right-triangular (QR) factorization with column
pivoting, an optimal sensor placement may be achieved through
features extracted from training data. This is agreed with our
goal, which is to accurately reconstruct the entire 3D spectrum
situation map with the minimum optimal sampling points.

What’s more, since compressed sensing was proposed in [19],
[32], it has been widely applied in various theoretical studies and

practical applications. It breaks the limitation of the traditional
Nyquist sampling theorem, and can reconstruct the original sig-
nal with less sampling without distortion, which greatly reduces
the measurement cost. The three major problems of compressed
sensing are the establishment of sparse dictionary, the optimiza-
tion of sampling matrix and the sparse signal recovery algorithm.
The articles [33], [34] study the restricted isometric property
(RIP) and [35] proposes the incoherence of sensing matrix and
sparse dictionary. They all characterize the correlation between
the sensing matrix and the sparse matrix. It is shown that by
reducing the correlation, the compressed sensing reconstruction
error and the required observations for accurate reconstruction
can be reduced.

Y. Wang et al. [36] propose a spectrum sensing scheme in
which each CR monitors only a segment of the entire spectrum
and samples at a reduced Nyquist rate in the time domain with
compressed sensing. In our recent work [37], a first attempt
to explore spectrum mapping based on compressed sensing
is carried out. However, only sparse sampling in the space
domain is considered, which motivates us to extend our research
into joint space-time-frequency compression. Based on Nyquist
sampling theory, Tian [21] introduces CS to wideband spectrum
sensing, where fewer compressed measurements are required.
Sun et al. [38] propose to adjust the compressed measurements
adaptively in continuous sensing slots. However, it brings great
computational complexity since signal reconstruction has to be
repeated several times until the proper signal recovery is reached.
Wideband spectrum sensing algorithms are presented by Qin
et al. [39], [40] for both single node and multiple nodes, which
are evaluated on the TV white space to enable dynamic spectrum
access.

In a nutshell, it is observed that, even though spectrum
mapping has been studied, most of the existing studies focus
on spectrum map of the 2D ground for a specific frequency
point, which doesn’t match the actual wideband spectrum in
the 3D spectrum heterogeneous environment. What’s more, the
existing works take the construction of spectrum maps as matrix
completion with missing values [27], [28]. However, matrix
completion only adapts to signals of single domain or joint
domains without domain transformation. In wideband spectrum
mapping, it involves time-frequency transformation in signal
acquisition, failing to apply matrix completion method as well
as our recovery algorithm in [37]. Meanwhile, in order to save
time and reduce sampling cost, how to execute joint compression
of space, frequency and time for wideband spectrum mapping
emerges as a new challenge as well. Moreover, the existing
works [41], [42] usually perform random sampling, there are
few studies on optimizing the sampling points of wideband
spectrum mapping. Intuitively, if the sampling points can better
exploit the intrinsic features of the entire spectrum situation,
we can achieve the same performance as random sampling with
fewer sampling points. To address these issues and challenges,
we will investigate 3D compressed wideband spectrum map-
ping with optimized sampling points in spectrum-heterogeneous
environments by leveraging the underlying sparse nature of the
3D wideband spectrum situation.
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Fig. 1. Graphical illustration of 3D wideband spectrum mapping. The left
XS and the right XR display the sampled and recovered wideband spectrum
situation, respectively. X i

S ∈ R1×q and X i
R ∈ R1×q represent the sampled and

recovered q-length frequency vectors at the i-th geographical position. The
spectrum mapping task is to accurately recover the spectrum situation values
for every frequency point at every discretized geographical location through a
limited number of sampling points.

C. Contributions

The main contributions of this paper are summarized as
follows:
� The 3D compressed wideband spectrum mapping model

is first formulated as a compressed sensing optimization
problem in the space, frequency and time domains simul-
taneously, by exploiting the joint sparsity in space and
frequency.

� A QR block pivoting based spatial sampling points op-
timization is proposed as the first phase of the overall 3D
compressed wideband spectrum mapping scheme. Therein,
the priorities of every frequency point at each location are
taken into account to ensure the superiority of selected
locations.

� Alternating direction method of multipliers based 3D wide-
band spectrum situation reconstruction is developed as the
second phase, which brings excellent spectrum situation
recovery performance against the ineffective traditional
algorithms.

The rest of this paper is organized as follows. In Section II,
3D wideband spectrum mapping is introduced and the 3D com-
pressed wideband spectrum mapping model is formulated. The
two-phase 3D compressed wideband spectrum mapping scheme
is subsequently proposed in Section III. Simulation results are
presented in Section IV, and conclusions are drawn in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

This paper addresses the construction of a 3D wideband
spectrum map as shown in Fig. 1. The spectrum power strengths
of different frequency points at different positions varies since
signal sources exist randomly in the 3D space. The position
with frequent communication behaviors indicates high spectrum
power strength (in red), and the idle position far away from the
signal sources indicates low spectrum power strength (in green).
Therefore, the entire 3D area to be monitored is spectrum-
heterogeneous. Obtaining a complete and accurate 3D wideband
spectrum situation map is the goal of 3D wideband spectrum
mapping, through which we can get the spectrum occupancy and
channel quality of any frequency at any position so that dynamic

spectrum access management can be carried out efficiently and
reliably. Fig. 1 shows the 3D space can be discretized into a
spectrum tensorX ∈ RN1×N2×N3×q in both space and frequency
domains, where N1, N2, and N3 denote the grid number of the
target 3D space in x, y, z dimensions, q is the frequency points
number.

A. Preliminaries on 3D Wideband Spectrum Mapping

Normally, spectrum mapping is supposed to execute power
strength measurements at every point and it will undoubtedly ob-
tain an accurate spectrum map. However, it will suffer enormous
resource consumption. Therefore, the complete 3D wideband
spectrum map should be obtained by measuring the signal at as
few points as possible and recovering all unsampled points as
shown in Fig. 1. To avoid blind sampling, it is necessary to find
suitable spatial sampling positions as well as frequency points.
Moreover, by taking advantage of the correlations among the
sampling points, it is able to restore the spectrum situation with
limited sampling data. Of course, a very small sampling ratio will
also severely destroy the relationships among all the sampling
points, resulting in poor spectrum situation recovery. Addition-
ally, even with the same sampling ratio, different combinations
of sampling points will yield different recovery accuracies [30].

The objective is, therefore, to optimize space and frequency
sampling points in order to achieve better reconstruction of
wideband spectrum situations with limited sampling ratio as
follows:

Θ∗ = argmin
Θ⊆X

WX , (1)

s.t. r =
NΘ

N1 ·N2 ·N3 · q , (C1− 1)

WX =
1
NX

∑
i,j

⎛⎝
∣∣∣X ij

R −X ij
∣∣∣

X ij

⎞⎠2

, (C1− 2)

where Θ denotes a set of sampling points, including the se-
lected sampling positions and the chosen frequency points of
every position. WX represents the relative mean square error
(RMSE) of the recovered 3D wideband spectrum situation X .
NΘ is the sampling number, and r is the sampling ratio. NX =
N1 ×N2 ×N3 × q corresponds to the total points number ofX .
X ij and X ij

R denote the original and estimated spectrum power
strength of the j-th frequency point at the i-th position, respec-
tively. Traditionally, researchers usually treat spectrum mapping
problem as a matrix completion problem by decomposing the
tensor into matrices to recover [27], [28]. However, matrix
completion is not applicable to wideband spectrum mapping
due to the time and frequency domain transformation in signal
acquisition and processing. What’s more, a large NX will output
a total of NX !

(r·NX )!((1−r)·NX )!
solutions for a given sampling ratio r,

which is nearly impossible to achieve by exhaustive searching.
Therefore, it is of paramount importance to conduct in-depth
research on reduction of sampling number and optimization of
sampling points.
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Fig. 2. 3D compressed wideband spectrum mapping model. SSj represents
the j-th signal source (there may be a real signal source or no signal source) of
all n positions, the UAV equipped with a spectrum monitoring device flies to m
out of n positions to sense p out of q frequency points at each position.

B. 3D Compressed Wideband Spectrum Mapping Model and
Formulation

Consider a wide frequency band scene in a city block that cov-
ers many signal sources as shown in Fig. 2. Let i and j denote two
different geographic location indexes (i �= j) in the 3D space.
The i-th location refers to the i-th sampling position (SPi), and
the j-th location refers to the j-th signal source position (SSj).
For the convenience of signal processing, it is supposed that the
overall wideband of system is slotted into q non-overlapping
bins of equal bandwidth. These frequency bins are termed as
channels and indexed by [1, 2, . . ., q − 1, q]. Moreover, the entire
N1 ×N2 ×N3 situation tensor X of the 3D geographical space
is vectorized into r ∈ Rn×1 (N1 = N2 = N3 = N ,n = N 3). In
order to quickly sample the target positions, unmanned aerial
vehicle (UAV) with an onboard spectrum monitoring device
can hover at the exact position to sense the spectrum power
strength of multiple frequency points, and then fly to the next
position, alleviating the inconvenience of device movement in
three-dimensional space.

Let sjf ∈ R1×q denote the unknown transmitted power
strength of the signal sources at the jth position. Therefore,
by stacking sjf , j = 1, 2, . . ., n in the 3D space, a sparse signal
source matrix S ∈ Rn×q can be obtained. Assuming the signal
sources are sparsely located at only k̃ out of n positions, thereby
the sparsity is k = ‖S‖0 = k̃q, which measures the number of
the nonzero elements of S, in other words, of tensor X . There-
fore, for any possible SPi, the received signal power strength is

rif =

n∑
j=1

hijs
j
f

T
, (2)

which represents the linear superposition of signals from all
positions in the 3D space.hij is the signal attenuation coefficient
which will be later defined in (8). sjf

T is the transpose of sjf ,

where sjf = [sjf1
, sjf2

, . . ., sjfq ] ∈ R1×q satisfies

sjfv =

{
pfv , if fv of position j is occupied,
0, else.

(3)

It should be noted that we do not know the position of the signal
source in a real physical environment, so at the j-th location, it
may have a real signal source (transmission power is pfv ) or no
signal source (transmission power is 0). pfv is the signal transmit
power of frequency fv . sjfv is the v-th element of sjf .

To characterize the building blocking and fading in real spec-
trum environment, both LOS and NLOS propagation scenarios
should be taken into account which have been studied in [43].
Considering a three-dimensional space, we have to consider
air-to-air path along with air-to-ground path, resulting in the
channel model as follows:

The path loss for line-of-sight (LoS) and non-line-of-sight
(NLoS) links between location i (frequency v) and j (frequency
v′) is given as

Γvv′
ij =

{
η1
(
4πfcdvv

′
ij /c

)�
,LoS,

η2
(
4πfcdvv

′
ij /c

)�
,NLoS,

(4)

where fc is the carrier frequency. c is the light speed. � is
the path loss exponent of spectrum environment. η1 and η2

represent the excessive path loss coefficients in LoS and NLoS
links, respectively. dvv

′
ij denotes the Euclidean distance between

location i (frequency v) and j (frequency v′), it is defined as:

dvv
′

ij =
∥∥∥X i

fv
−X j

fv′

∥∥∥
2
, i �= j (5)

X i
fv

and X j
fv′ are the i-th and j-th geographical locations with

frequency v and v′ respectively in the Cartesian coordinate. The
overall path loss is obtained by averaging the link probabilities
as

Γ̃vv′
ij = P vv,′LOS

ij Γvv,′LOS
ij + P vv,′NLOS

ij Γvv,′NLOS
ij , i �= j,

(6)
where P vv,′LOS

ij and P vv,′NLOS
ij represent the LOS and NLOS

probabilities, respectively. P vv,′LOS
ij = 1 − P vv,′NLOS

ij and

P vv,′LOS
ij = min

{
eτ ·min{zi

fv
,zj

fv}
1 + α exp

(−β
[

180
π θvv

′
ij − α

]) , 1

}
, i �= j.

(7)
zifv and zjfv are the heights of location i (frequency v) and j

(frequency v′), eτ ·min{zi
fv

,zj
fv

} is a coefficient which helps to
refine the air-to-ground channel in [43] to cover the air-to-air
channel as well. This reasonable assumption is based on the fact
that the closerd one of the location i or j is to the ground, the
smaller the probability of LOS signal propagation will be. In

other words, the smaller zifv or zjfv is, the closer eτ ·min{zi
fv

,zj
fv

}

is to 1, which becomes the original air-to-ground channel model.
τ is used to adjust the influence of zifv and zjfv . The larger
the τ is, the greater the possibility of LOS propagation is.
Parameters α and β are determined by the environment. θvv

′
ij

denotes the elevation angle between location i (frequency v)
and j (frequency v′).
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Specifically, when i = j, it means that the i-th sampling
position is exactly at the j-th signal source, so the measured
spectrum power strength is considered to be the transmission
power of the signal source (or if there is no signal source, the
transmission power is 0). In other words, there is no signal trans-
mission attenuation, so we set hij = 1 if i = j. Consequently,
the spectrum power strength fading coefficient at any point in
3D space comes as:

hij =

{ (
Γ̃vv′
ij

)−1
, i �= j,

1, i = j.
(8)

It’s noting that hvv′
ij are the same for ∀v, v′, so hij is adopted for

simplicity.
Let us stack all measurement vectors {rif} into a single vector

rf = [r1
f ; r

2
f ; . . .; r

n−1
f ; rnf ], (9)

and stack all {sif} into

sf =
[
s1
f
T
; s2

f
T
; . . .; sn−1

f

T
; snf

T
]
, (10)

we can obtain

rf = Hsf , (11)

where

Hij = diag (repmat (hij , [1, q])) , (12)

H =

⎛⎜⎝ H11 . . . H1n
...

. . .
...

Hn1 · · · Hnn

⎞⎟⎠ . (13)

H ∈ Rnq×nq is constructed by n2 diagonal matrix Hij .
repmat(·) returns a larger matrix containing several copies of
the original matrix in the row and column dimensions. diag(·)
creates a diagonal matrix with the given elements.

Suppose m locations are sampled, it brings a spatial compres-
sion rS = m/n. Thus, we obtain the space compressed signal
as:

rSC
f = Lrf , (14)

where

L =

⎛⎜⎝ L11 . . . L1n
...

. . .
...

Lm1 · · · Lmn

⎞⎟⎠ , (15)

Lij =

⎧⎨⎩
I, X j

f is the ith sampled location,

0, location X j
f is not sampled,

(16)

Lij ∈ Rq×q is either unit matrix Iq×q or zero matrix 0q×q, which
represent the two states “sampled” and “unsampled” of the jth
position, respectively. Each row of L at most has an element of
I , which reveals the chosen position.

As discussed in the Section I, the cognitive radio users
may have frequency-agile transceivers. However, due to the
transceiver volume and power consumption limitations, we let
the transceiver only collect p out of q frequency points rather

than the entire spectrum. Thus, the frequency sampling ratio
is compressed by rF = p/q, and the joint frequency and space
compressed signal is:

rFSC
f = DrSC

f , (17)

where

D =

⎛⎜⎝ D11 . . . D1n
...

. . .
...

Dm1 · · · Dmn

⎞⎟⎠ . (18)

Specifically, Dij ∈ Rp×q results from a q × q identity matrix
Iq×q by keeping only q rows whose indices represent the chosen
frequency points, which satisfies Dij = 0 if Lij = 0, as well as

Dv
ij =

⎧⎨⎩ 1, frequency fv of location X j
f is sampled,

0, frequency fv is not sampled.
(19)

Furthermore, when Nyquist rate sampling is adopted at SPi,
it collects discrete-time sample vector in the form of

rTFSC,i
t = G−1

i rFSC,i
f , (20)

whereGi ∈ Rp×p is the square discrete Fourier transform (DFT)
matrix. G−1

i is the inverse matrix of Gi. r
FSC,i
f is the ith q-

length segment of the frequency and space compressed signal
rFSC
f ∈ Rmp×1. rTFSC,i

t is also the ith q-length segment of the
whole discrete-time sample vector rTFSC

t .
Let

G−1
1:m =

[
G−1

1 ,G−1
2 , . . .,G−1

m−1,G
−1
m

]
, (21)

the complete discrete-time sample vector becomes:

rTFSC
t = diag(G−1

1:m)rFSC
f . (22)

At last, time compressed sampling is executed at the selected
SPi which amounts to imposing an Gaussian random matrix
Φi ∈ Ru×p to collect compressive linear projections from the
q-length vector rTFSC,i

t , with the time compression ratio rT =
u/p. The non-compression case of time domain corresponds to
u = p. Similarly to G−1

1:m, we have

Φ1:m = [Φ1,Φ2, . . .,Φm−1,Φm] , (23)

and the final received signal is

y = diag(Φ1:m)rTFSC
t . (24)

Putting together, we summarize the whole signal processing
as follows:

y = ΦGDLHsf + ε, (25)

where G = diag(G−1
1:m) ∈ Cmp×mp, Φ = diag(Φ1:m) ∈

Cmu×mp, y ∈ Cmu×1, ε is the complex Gaussian additive
white noise with power spectral density σ2

0.
At present, the application of compressed sensing to wideband

3D spectrum mapping has not been researched. The difficulty
lies in exploiting the inherent sparsity feature of 3D wideband
spectrum situation. In fact, compared with the total discretized
points in the entire large situation tensorX , occupied frequencies
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in both space and frequency domains are sparse. Hence, 3D
wideband spectrum mapping has the following objective:

min ‖y −ΦGDLHsf‖2
2 + λ‖sf‖1. (26)

III. TWO-PHASE 3D COMPRESSED WIDEBAND
SPECTRUM MAPPING SCHEME

This section introduces a two-phase compressed spectrum
mapping scheme for solving the 3D space-frequency-time com-
pressions and situation recovery problem, based on compressed
sensing theory and alternating direction method of multipliers
(ADMM) method. The two phases include spatial sampling
matrix optimization and 3D wideband spectrum situation re-
construction.

A. QR Block Pivoting Based Spatial Sampling
Matrix Optimization

Generally, the coherence between different frequency points
is weak, so that random frequency point selection is adopted
for each spatial position. However, according to the law of
signal propagation, the 3D wideband spectrum situation is highly
correlated in the spatial domain, so the selection of the spatial
sampling position has a greater impact on the accuracy of
situation recovery. Intuitively, if the selected sampling locations
can better exploit the intrinsic features of the entire 3D spatial
spectrum situation, the same performance as random sampling
can be achieved even with fewer sampling locations. Therefore,
we will optimize the spatial sampling matrix first.

The QR decomposition is one of the most well known and
useful tools in numerical linear algebra. A matrix G can be
decomposed into an orthogonal matrix Q and a right triangle
matrixR, that isG = QR, however, this standard QR algorithm
is not appropriate for purposes such as rank determination or low
rank estimations. According to [44], [45], column permutation
is helpful to find more representative columns, where a permu-
tation matrix P is introduced to rearrange columns into a more
beneficial ordering as GP = QR. It is named as QR decom-
position with column pivoting, which has various applications
such as least-squares approximation discussed in [46], [47], as
well as measurement selection tasks [31], [48].

In (25), the invertibility of ΦGDLH has a greater impact on
the recovery of the sparse signal sf , which can be measured by
the condition number of a matrix. The condition number refers
to the ratio of maximum and minimum singular values, and is
indirectly bounded by optimizing a matrix’s spectral content
such as its determinant, trace, or spectral radius. In [31], the
oversampled sensor placement problem is studied, where the
sensor number is larger than the mode number for reconstruction
(m̃ > r̃, r̃ is the rank of the tailored H). The key idea to
enable oversampling is the QR factorization in combination with
column pivoting to generate r̃ sensors (pivots) that effectively
sample the r̃ basis modes of H:

HTCT = QR. (27)

Here the column permutation matrix C represents the sensor
placement matrix and is optimized by maximizing the matrix

Algorithm 1: QR Block Pivoting Based 3D WidebanD
Spectrum Mapping Spatial Sampling Matrix Optimization.

Input:
3D wideband spectrum mapping sparse representation
matrix H; Sampling number m; Initial selected column
index set γ = ∅;

Output:
Column priority set γ; The optimized 3D wideband
spectrum mapping spatial sampling matrix L;

1: Initialize A0 = H;
2: for j = 1; j <= nq; j ++ do
3: Compute column 2-norms of Aj−1 and find the

column index γj = argmaxj/∈{1,2,...,j−1} ‖aj‖2,
where aj = (ajj , a(j+1)j , . . ., a(nq)j)

T ;
4: Apply permutation matrix Sj to swap j-th column

with γj-th column;
5: Establish Householder reflection on the current j-th

column: H̃j · aj = (|aj |, 0, . . ., 0)T , where
H̃j = I− 2ωjω

T
j ;

6: Apply reflection and update the trailing columns
Aj = diag(Ij−1, H̃j) ·Aj−1 · Sj for removing the
contribution of row j;

7: γ = γ ∪ {γj};
8: end for
9: Υ(γ[i]) = i, i = 1, 2, . . ., nq;

10: Υblock,j = sum(Υq(j−1)+1:jq), j = 1, 2, . . ., n;
11: Select m smallest Υblock,j blocks from the n blocks

and denote as Υopt
block;

12: Output the optimized 3D wideband spectrum mapping
measurement matrix L according to the chosen
column index set Υopt

block;

determinant [31]:

γ∗ = argmax
γ,|γ|=m̃

|detMγ | = argmax
γ,|γ|=m̃

∏
i

|λi(Mγ)| , (28)

where Mγ = CγHr and γ stores the indexes of m selected
columns. det(·) calculates the matrix determinant and λi repre-
sents the eigenvalue of Mγ .

According to (27) and (28), we obtain

max |det (ΦGDLH)| = max |det (ΦGD)| |det (LH)|
= max |det (LH)| = max |det (QR)|
= max |detQ| |detR| = max |detR|
= max

∏
i

|aii|. (29)

Therefore, we have:

HTLT = QR. (30)

In other words, the goal of maximizing the first m̃ eigenvalues of
matrix Mγ can be achieved by maximizing the first m̃ diagonal
items of matrix R.

The QR pivoting algorithm is an approximate greedy solution,
also known as submatrix volume maximization (here, matrix
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volume is the absolute value of the determinant). Iteratively,
the submatrix volume is increased by selecting a new dominant
column with the maximum 2-norm:

γj = argmax
j/∈{1,2,...,j−1}

‖aj‖2. (31)

Then, the dominant column is altered by applying the House-
holder transformation

H̃j · aj = (|aj | , 0, . . ., 0)T , (32)

where H̃j = I− 2ωjω
T
j is called reflection vector as follows:

ωj =
âj − |âj | e
|âj − |âj | e| . (33)

Therein âj refers to the column with the maximum 2-norm in
the j-th iteration. The unit vector e is the same length as âj ,
with 1 at the first index and zeros elsewhere. To further subtract
the Householder contributions from every other column onto the
pivot column, diag(Ij−1, H̃j) is multiplied.

By enforcing a diagonal dominance structure, the above pro-
cedure recomputes and gradually expands the submatrix volume
for each new column selection [49]. As a result, after nq itera-
tions, the priority vector Υ ∈ Rnq×1 for all frequency points in
space (the smaller the Υj , the higher the priority) is calculated.
Since the priorities of different frequency points at different
locations are different, we calculate the block priority for each
of the n locations given the spatial sampling rate rS = m/n.
Specifically, the block priority of the j-th location is the sum of
the priorities of the q frequency points at this location, namely
Υblock,j ,

Υblock,j = sum
(
Υq(j−1)+1:jq

)
, j = 1, 2, . . ., n. (34)

Finallym optimal positions are selected fromn spatial positions
according to Υblock,j and denoted as Υopt

block. Therefore the
spatial sampling matrix L is generated in this way: When the
j-th (out of n) position is sampled as the i-th (out of m) chosen
location, the ((j − 1)q + 1)-th to jq-th rows of an nq × nq unit
matrix are taken as the ((i− 1)q + 1)-th to iq-th rows of the L
matrix (L ∈ Rmq×nq).

Algorithm 1 summarizes the entire pseudo implementation
code. Lines from 1 to 8 describe the QR pivoting procedures.
During each iteration, a pivot is selected with the largest column
2-norm, and the trailing columns are updated to remove the
contribution of row j by the Householder transformation. Based
on this, we can quickly get the single column priority set γ
and then obtain the block priority set Υblock,j , which helps
to optimize spatial sampling matrix L for the next spectrum
mapping recovery phase.

The time complexity of Algorithm 1 is mainly determined
by line 3 and line 6. During the j-th iteration, line 3 has a
complexity of O((nq − j + 1)2). According to matrix multi-
plication law, the computation cost of line 6 is O(2(nq)3). In
general, the total time complexity of the QR block pivoting
based 3D wideband spectrum mapping measurement matrix
optimization is O(

∑nq
j=1 (nq − j − 1)2) +O(nq(2(nq)3)) =

O(nq(nq+1)(2nq+1)
6 + 2n4q4) = O(n4q4).

Algorithm 2: ADMM Based 3D Wideband Spectrum Situ-
ation Recovery.

Input:
The optimized spatial sampling matrix L; Sparse
dictionary H; The number of iterations K; Received
signal y; Frequency sampling matrix D; Time sampling
matrix Φ; Frequency-time transformation matrix G.

Output:
Estimated 3D wideband spectrum situation r̂f ;
Estimated sparse signal ŝf ;

1: Initialize z(0) = ∅, μ(0) = ∅, sf (0) = (ΦGDLH)†y;
2: for j = 1; j <= K; j ++ do
3: Update sf

(j) as (36);
4: Update z(j) as (37);
5: Update w(j) as (38);
6: end for
7: Obtain estimated sparse signal ŝf = abs(sf

(K));
8: Calculate estimated 3D wideband spectrum situation

r̂f as (11);

B. ADMM Based 3D Wideband Spectrum Situation Recovery

In this section, based on the optimized spatial sampling matrix
L, we propose a sparsity constrained 3D wideband spectrum sit-
uation recovery algorithm based on alternating direction method
of multipliers (ADMM) method [50].

We rewrite (26) into augmented Lagrangian form

min ‖y−ΦGDLHsf‖2
2+λ‖z‖1+μT (sf−z)+

ρ

2
‖sf−z‖2

2 ,

(35)
where ρ is the weight parameter controlling the tradeoff between
the solution error and the noise tolerance. μ and z are the newly
introduced variables.

The ADMM turns the multi-variable optimization problem
into univariate optimization problem through alternating itera-
tions. Here gradient descent technique is considered and the j-th
iterative process is as follows:

sf
(j) =

(
(ΦGDLH)TΦGDLH+ ρI

)−1

×
(
(ΦGDLH)Ty + ρ

(
z(j−1) −w(j−1)

))
, (36)

z(j) = S λ
ρ

(
w(j−1) + sf

(j)
)
, (37)

w(j) = w(j−1) + sf
(j) − z(j), (38)

where w = μ/ρ. S λ
ρ
(·) represents soft thresholding function,

S λ
ρ
(ξ) = ξ

abs(ξ) max(abs(ξ)− λ, 0) and ξ(abs(ξ) == 0) = 0.

abs(·) returns the absolute value of each element for a vector.
After desired iterations, we get the estimated sparse signal ŝf =
abs(sf

(K)) where sf
(j) is complex. Upon (11), the estimated

3D wideband spectrum situation can be finally obtained. The
pseudo implementation code is summarized in Algorithm 2.

The time complexity of the proposed ADMM based 3D
wideband spectrum situation reconstruction algorithm lies in
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updating sf in (36). Since ΦGDLH ∈ Cmu×nq , the complex-
ity of (ΦGDLH)TΦGDLH+ ρI isO(mu(nq)2). The matrix
inversion has complexity ofO((nq)3). Similarly, the complexity
of (ΦGDLH)Ty + ρ(z(j−1) − ω(j−1)) is O(nq(mu)2), the
complexity of the final multiplication is O((nq)3). To sum up,
the total computational cost is O((nq)3) (m 
 n, u < q).

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Experiment Setup

In this section, numerical simulations are carried out to eval-
uate the performance of the proposed 3D wideband spectrum
mapping scheme. For the scenario setting, a three dimensional
city block of 100 m× 100 m× 100 m is taken into considera-
tion. With a spatial granularity of 12.5 m, the space is discretized
into a spectrum tensor ofN1 ×N2 ×N3 = 8 × 8 × 8. The light
speed c = 3 × 108m/s. The excessive path loss coefficients η1 =
3 dB and η2 = 23 dB. The spectrum loss coefficient� = 2. The
non-negative parameter τ = 0.01. The environment parameters
α = 11.95 andβ = 0.14. The frequency points q at each position
is 16, which is ranging from 100 MHz–400 MHz, and the inter-
val is 20 MHz, The sparsity k̃ for each frequency point is set to 3.
The signal source transmission power is assumed to be 30 mW.
The receiver bandwidth is 200 kHz and noise spectral density is
−174 dBm/Hz. In order to take into account the unreachable po-
sitions due to the buildings, we set up three no-fly cuboid areas,
centering at (25 m, 25 m, 12.5 m), (68.75 m, 31.25 m, 12.5 m)
and (25 m, 75 m, 12.5 m) with sizes of 25m × 25m × 25m,
37.5m × 37.5m × 25m and 25m × 25m × 25m.

As comparison algorithms, the compressed sensing based
orthogonal matching pursuit (CSOMP) [51] algorithm and gen-
eralized orthogonal matching pursuit (GOMP) [52] algorithm
are introduced which are two popular sparse signal recovery
techniques. When they are applied, the sampling positions in
the time-frequency-space domains are derived from random
measurements. In addition, the 3D compressed wideband spec-
trum mapping scheme proposed in Section III is abbreviated
as Proposed_TR_FR_SO, which means random Gaussian tem-
poral sampling (TR), random frequency sampling (FR) and
optimized spatial sampling (SO). FR refers randomly generating
p sampling frequency points from q alternatives in each position.
SO represents the desired m sampling positions are optimized
according to the block priority in Algorithm 1.

Upon this, two other comparison algorithms are developed,
namely Proposed_TR_FS_SO (random Gaussian temporal sam-
pling (TR), sorted frequency sampling (FS) and optimized spa-
tial sampling (SO)) and Proposed_TR_FR_SR (random Gaus-
sian temporal sampling (TR), random frequency sampling (FR)
and random spatial sampling (SR)). Sorted frequency sampling
(FS) describes a frequency points selection method compared to
random selection with the optimized spatial sampling locations.
That is, the priority values Υ of the q frequency points at each
position j are calculated, and the p frequency points with the
highest Υ values are selected as the target sampling frequency
points (frequency sampling compression ratio is rF = p/q).

Fig. 3. 3D wideband spectrum situation recovery performance comparisons
of the proposed and the comparison algorithms (rT = rF = rS ).

Besides, SR means the m target sampling locations out of all
n candidates are selected at random.

B. Comparison of Situation Recovery Performance

To measure the 3D wideband spectrum situation recovery per-
formance, the average relative situation recovery error RMSEs

of every single frequency at each three-dimensional spatial point
is calculated as below:

RMSEs =
1
nq

nq∑
i=1

∣∣∣∣∣ r̂f (i) − rf
(i)

rf (i)

∣∣∣∣∣
2

, (39)

where r̂f
(i) andrf (i) denote the estimated and true situation val-

ues, respectively. The sampling ratio r = rT · rF · rS . In Fig. 3,
rT = rF = rS is considered. Generally, the spectrum situation
recovery error gradually decreases as the sampling rate increases
for all algorithms, but our proposed schemes are much more
outstanding than the CSOMP and GOMP algorithms. Besides,
it is worth noting that the starting performances of CSOMP
and GOMP, Proposed_TR_FS_SO, Proposed_TR_FR_SR and
Proposed_TR_FR_SO are very close, respectively. This shows
when sampling ratio is extremely low, then there is too little
spectrum information available for each algorithm to form a per-
formance gap. Moreover, Proposed_TR_FR_SO is the best com-
pared with Proposed_TR_FS_SO and Proposed_TR_FR_SR. It
confirms the efficiency of Proposed_TR_FR_SO in optimizing
the spatial sampling position and the assumption that random
frequency sampling is better as correlations are weak among
different frequency points.

In Fig. 4, we let r = rF · rS , rF = rS and rT = 1,
which means there is no compression in time domain.
Here the five algorithms are abbreviated as CSOMP_T1,
GOMP_T1, Proposed_T1R_FR_SR, Proposed_T1R_FS_SO
and Proposed_T1R_FR_SO, respectively. It is evident that the
time domain sampling is much more important than the fre-
quency domain and the space domain samplings for the same
total sampling rate r, as more sampling points in the time domain
greatly decrease the situation recovery error for all algorithms.
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Fig. 4. 3D wideband spectrum situation recovery performance comparisons
of the proposed and the comparison algorithms (rF = rS , rT = 1).

Fig. 5. 3D wideband spectrum situation recovery performance comparisons
of the proposed and the comparison algorithms (rT = rS , rF = 1).

Besides, when rT = 1, the compressed sampling of space and
frequency no longer involves the domain transformation, but
becomes the missing values completion in the same domain,
which also brings a great improvement to the performance.
What’s more, similar to the Fig. 3, the Proposed_T1R_FR_SO
still outperforms other algorithms in spectrum situation recov-
ery.

In Fig. 5, it sets r = rT · rS , rT = rS and rF = 1 for the
spectrum situation recovery performance comparisons. It shows
that more frequency sampling points improve the accuracy of
situation recovery for CSOMP and Proposed_TR_FR_SR at
small r but reduce the performance with large r. With rF = 1,
for the Proposed_TR_FS_SO and Proposed_TR_FR_SO, they
don’t change much, while the performance of GOMP even gets
worse. These results suggest that increasing the proportion of
frequency sampling in the total sampling rate has little perfor-
mance improvement.

Fig. 6. 3D wideband spectrum situation recovery performance comparisons
of the proposed and the comparison algorithms (rT = rF , rS = 1).

Moreover, Fig. 6 presents the situation recovery performance
of r = rT · rF , rT = rF and rS = 1, which means all the spatial
points are sampled. According to the results, it shows that a
larger proportion of spatial sampling will lead to a decrease in
the performance of spectrum situation recovery, which in turn
shows that the samplings in the time and frequency domains are
more important.

Totally speaking, the Proposed_TR_FR_SO under different
parameter settings is always the best. Large proportion of time
domain sampling in the total samplings also contributes to the
overall performance improvement. Considering the trade-off
between computational complexity and 3D wideband spectrum
mapping performance, if excellent performance and recovery
stability need to be guaranteed, Proposed_TR_FR_SO scheme
is preferred. When the performance and stability requirements
are low, along with more demands of spectrum data processing
efficiency, it is recommended to adopt Proposed_TR_FR_SR as
it doesn’t need to optimize the spatial sampling points.

C. Comparison of Signal Strength Recovery Performance

In this subsection, the source signal strength recovery
performances are compared among Proposed_TR_FR_SR,
Proposed_TR_FS_SO, Proposed_TR_FR_SO, CSOMP and
GOMP under different parameter settings. The signal strength
recovery mean square error MSEss is

MSEss =
1
nq

nq∑
i=1

∣∣∣ŝf (i) − sf
(i)
∣∣∣2, (40)

where ŝf
(i) and sf

(i) denote the estimated and true sources
signal strengths, respectively. Results are shown in Fig. 7: In-
creasing the frequency sampling ratio will bring the best signal
recovery performance, while large time sampling ratio will result
in the worst. Generally speaking, the signal recovery perfor-
mance is opposite to that of spectrum situation. This is mainly
caused by the severe environment shadowing and blocking.
Because if small spectrum situation recovery error is desired, the
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Fig. 7. 3D wideband spectrum source signal strength recovery performance
comparisons of the proposed and the comparison algorithms.

Fig. 8. Impact of η2 on the spectrum situation recovery performances of the
proposed and comparison algorithms.

signal estimation result will inevitably contain the extra fading
and noise. Thereby, when both the signal and spectrum situation
recovery accuracies need to be guaranteed, the proportion of
frequency sampling can be increased according to Fig. 5.

D. Impact of the Excessive Path Loss Coefficient η2

Here we study the influence of environment parameter η2

on the performance of spectrum situation recovery for all algo-
rithms as Fig. 8. The value of η2 are 23 dB, 18 dB and 13 dB.
The sampling ratio r = rT · rF · rS , rT = rF = rS . It can be
found that with the reduction of environment parameter η2,
the spectrum situation recovery performance of each algorithm
gets improved. Besides, the Proposed_TR_FR_SO always keeps
the optimal which reflects its stability in different spectrum
environments.

V. CONCLUSION

This paper addressed the issue of 3D wideband spectrum
mapping in a spectrum heterogeneous environment, which con-
tributed to more efficient spectrum management. By taking
advantage of the underlying sparsity, 3D wideband spectrum
mapping was first formulated as a compressed sensing opti-
mization problem. We executed sampling compressions in three
domains of time, frequency and space. In the space domain,
QR block pivoting optimization was implemented to obtain
dominant sampling locations and showed better performance
than random measurements. In the frequency domain, random
sampling was prefered as the coherences among frequency
points were usually weak. In the time domain, sub-Nyquist
sampling further reduced the sampling cost. In the 3D wide-
band spectrum situation recovery phase, ADMM was applied to
obtain the sparse solution. Additionally, we evaluated the recov-
ery performance among the traditional and proposed schemes.
Results showed the superiority of the proposed 3D compressed
wideband spectrum mapping scheme against traditional algo-
rithms. In the future, more research will be conducted including
data-driven basis representation learning and constraints related
spectrum mapping, e.g., sampling time limitation and energy
consumption of spectrum-monitoring devices.
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